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ABSTRACT

\ ASW contact classification operations are analyzed as a two-step
process. In the first step, a classification "system, " which includes
the sonar operators, reduces the multivariate sonar input information
to one of a simpler set of "observations. " In turn, these observations
are used by a "decision maker" in selecting the classification category.
The systematic transformation of information is described by a
"receiver operating characteristics" (ROC). A rational way of using
the ROC in decision making is to apply a "maximum decision rule"
which ensures that the resulting risk is not greater than the least
upper bound of all of the possible risks in the given situation. The

V value of the system is defined as the difference between the maximum
risk obtained when the system is not used and the maximum risk
obtained when the system is used.

(C) This measure of system value is used, together with ROC's obtained
by the Defense Research Laboratory of the University of Texas Austin
in deriving two results. First, it is shown that the classification
activities of the sonar operator can improve ASW effectiveness by an
amount larger than the cost of the training and othe r measures needed
to develop the required operator skills. Second, it is shown that ASW
effectiveness can be improved by modifying the sonar operators'
classification outputs. As a consequence, it is recommended that the
planned experimental follow-on study be implemented, that the pro-
cedural modifications be investigated in detail, and that the analysis
be extended to an investigation of significant questions not yet considered.
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I. SUMMARY AND CONCLUSIONS

1. 1 Introduction

In accordance with Contract NOO22-C-0172! Dunlap and Associates,
Inc., has carried out "an analysis that determines the sensitivity of contact
classification accuracy to sonar operator inputs..." This report describes
the analysis, the results, and the consequent recommendations for further
action.

It is demonstrated that the sensitivity is high so that the follow-on
research already proposed should be initiated. In addition, there is an
unanticipated result: it is demonstrated that a relatively simple change
in the sonar operator's reporting procedures can produce a significant
increase in ASW effectiveness. It is recommended that investigation into
this possibility be initiated.

1. 2 Summary of the Analysis

The salient points of the analysis are as follows:

(C) I) The classification of sonar contacts proceeds in two steps. In the
first step, a "classification system" converts received sonar signals into a
form which a "decision maker" can see or hear. On the basis of these
observations and any other available information he may consider relevant.
the decision maker then either proceeds as if the contact is a submarine
or proceeds as if the contact is not a submarine.

(C) 2) In the current systems, the sonar operator plays a dual role: he
functions as part of the system in converting signals into observable form
(for example, by identifying cues), and as a decision maker by using his
observations in arriving at either the statement that "the contact is a pos-
sible sub" or the statement that "the contact is not a sub. "

(C) 3) The CO** functions as a decision maker. The sonar operator's
output is the observation which he then combines with other information in
selecting an appropriate tactical response. Designating the CO as the
terminal decision maker is an analytical convenience: if he merelv passes
a refined classification decision to the screen commander or the Ol'C he
plays a dual role analogous to that of the sonar operator, and the OTC be-
comes the terminal decision maker. Interposing any number of intermediate
steps of this kind does not change the basic analysis or the conclusions.

* Item 3
** Commanding Officer
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S4) The decision maker's procedure is described as the selection

of a "decision rule". that is, a rule which associates each possible obser-

vation with one of the available tactical respontes. The decision rule can
also be visualized as a way of stating in advance just what will be done if
certain system outputs are observed.

l5 For any particular system and any particular decision rule two
types of errors can occur: a) erroneously proceeding as if the contact is
not a submarine when in fact it is and b) erroneously proceeding as if the
contact is a submarine when in fact it is not. Numerical measures called

"losses" are assigned to indicate the degree of undesirability of these
* events. Expe ted or "average") losses are called "risks.

b) The probability that each of these errors will occur depends
upon the characteristics of the system and the decision rule used. In

* general. when the detision rule is changed, one of the errors increases
and thy other decreases. The relationship between these two types of
errors defined over all of the possible decision rules is called the "re-
ceiver operating characteristic" or "ROG. " Since it covers all possible
rules, the ROG is characteristic of the system. It summarizes all of the
available information pertinent to the evaluation of system performance.

71 Risks are calculated for a given ROG (that is, for a given system)
and each possible decision rule. There is one decision rule, called the
"rmaximin decision rule" with this very important propertyt when the maxi-

min rule is used, regardless of any other aspects of the circumstances, the
risk will not exceed a particular finite value called the "maximin risk";

when any other decision rule is used, the limiting value of the risk may be
larger than the maximin value, and will certainly not be smaller. The
maximin rule is "optimal" in that it puts the lowest ceiling over the pos-

sible risks.

8) There is an analogous maximin risk obtainable when the classi-
fication system is not used; that is, when the classification is decided on
the basis of all ava;lable information other than that derived from the
classification system. The difference between the maximin risks w~th and
without the system is def;ned as the "general value of the system."

(C) 9) System values were calculated for the case in which the. assign-
ment is in a screen protecting a merchant ship convoy. This is a limiting

situation in that the losses will usually be higher than those assumed both
for this assignment and for all other possible ASW assignments. For this
situation, and available ROGs for systems incorporating either unskilled or

-2-
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highly skilled operators, the calculated increase in general value indicates
that the cost of training which might be required to achieve this increase
would be less than the replacement value of escorted ships saved by use of
a skilled: rather than an unskilled, operator in the course of 1000 miles of
convoy duty.

I (C) 10) The value of a system in which the sonar operator's outputs are
either "possible sub" or "non-sub" is compared to the value of a system inI which the output is the operator's subjective estimate of the likelihood that
the contact is a sub or a non-sub. The latter system is usually more effec-
tive than the former, and never less effective.

1. 3 Conclusions

(C) 1) It has been demongtrated that the "target classification accuracy"
achievable in ASW operations, judged in terms of the consequent selection
of appropriate tactical measures, is significantly sensitive to the "sonar
operator inputs. " Further, the sensitivity is high enough to ensure that
costs of reasonable measures to improve operator effectiveness (for
example, training, personnel selection, improved procedures and equip-
ment) will more than be recovered as a result of the improved general

1 effectiveness.

(C) 2) A significant improvement in overall effectiveness can be achievedIby changing the sonar operator's output from the present choice between
"possible sub" and "non-sub" to a choice from a larger number of alterna-
tives (perhaps ten) indicating his feeling of certainty about the classification.

If this change is introduced, it will also be necessary to develop new pro-
cedures for the CO. If the final selection of an action is the responsi-
bility of the OTC'rather than the captain, the number of output alternatives11J available to the captain should be increased similarly. The reasoning
applies up the heirarchy to any terminal decision maker.

1. 4 Recommendations

I) The proposed experimental investigation into the relevant aspects
of clue ambiguity should be implemented: this is the first step in capitalizing
on the conclusions of this study.

2) Concurrent with the experimental investigations, the applications
of this analysis should be expanded to explore all classification factors which
may have a significant effect on ASW combat effectiveness.

(C) • 3) The development of practical procedures for modifying the sonar

operator's output from two alternatives to many alternatives and the CO's
utilization of that output should be initiated.

* or screen commander 6 7I205 .
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2. QUALITATIVE PERSPECTIVE

2. I Historical Background

(C) The study described in this report originated in an earlier preliminary
investigation into possible procedures for n.easuring sonar operators' per-
formance and the possible use of such measures in evaluation, selection, and
training procedures designed to improve the performance.1 "Classification"
was one of the operator functions examined. In performing this function, an
operator or team of operators observes the outputs of three devices. The
audio signal is presented directly on a head set, a visible representation of

* the signal is presented on a cathode ray tube, and a more permanent repre-
sentation of successive signals is traced out on a pen recorder. On the basis
of these observations, the sonar operator decides that the contact is either a
"possible submarine" or a "non-submarine" (with "submarine" usually short-
ened to "sub"). This process was analyzed by application of "decision theory,"
an established branch of applied mathematics. In this analysis it was demon-
strated that an operator's effectiveness in performing this function is limited
by two factors:

the ambiguity of the observations

the significance of the operator's decision in the selection
of the appropriate tactical measures.

In an ideal system, the observations are not ambiguous: certain obser-
vations occur only when the contact is a submarine and the rest of the possible
observations occur only when the contact is a non-submarine. In actual sys-
tems, some observations are ambiguous; that is, they occur either when the

contact is a sub or when it is a non-sub. Such ambiguity clearly limits the
potential performance of an operator since he cannot achieve more accurate

discriminations than those inherent in his basic information. In measuring

and evaluating classification performance, therefore, it is necessary to
distinguish between inability to discriminate resulting from poor operator
performance (for example, failure to observe accurately)* and the inherent

limitations introduced by the signals, instruments, and procedures.

The second limitation which we call "impact" is apparent as soon as it
is recognized that isolated information cannot be evaluated: the significance
or value of information must be judged in terms of its effect on explicit,
observable actions. In particular, tactical information such as the classifi-
cation of a sonar contact must be evaluated in terms of the effect of this
information on the choice of specific tactical actions such as attacking,

* See, for example, the work done by the U. S. Naval Personnel Research
Activity, San Diego, in clue extraction capability of sonar operators 13, 14, 15, 16

-4-
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classifi, d as at sub. Then all non-subs will be classified as subs, and the
probability of a false alarm will be unity. At the other extreme, if no
contact is classified as a sub, no non-subs will be classified as subs and
the false alarms will never occur, while the second type of misclassifica-
tion will kertainlv occur.

In radar dte tion systems (the first to be described using this
nomenclature) the probability of a false alarm is completely adjustable by
turning a knob (setting threshold) and accordingly of no direct interest to
the systein designer. Rather. the relationship between the two types ofh errors tor all possible false action settings (that is, the ROC) is the signifi-
tant design parameter.

(C) The- anyv results achieved at DRL have demonstrated that very useful
rt-sLltst an b, at hi.ved by applying these concepts to ASW classification

svstems. ht rt. the "system" includes the equipment, the operators, and
any protedures used by the operators in handling the equipment and

interpreting the observations. In ASW systems. the false alarm proba-
bility (probability of misclassifying a non-sub as a sub) can be adjusted to
actornmodatt different ope rational circumstances, though the adjustment
is not at hievt d simply by turning a knob. Accordingly the system designer

is interested in the ROC which tells him things like "System A is better than,
or at least as good as, System B for all false alarm probabilities. " More
spt, ificallv it tells him "if System A and System B are adjusted to have
equal false alarm probabilities, the probability of the second type of error
is lower for System B than for System A. " DRL has developed and is

refining a procedure for measuring the ROC of any ASW classification
svsterm. This is obviously very useful to the system designers. Its impor-
tan( e in our study is discussed in the next section.

2. 2 The Significance of the ROC Concept

(C) The fa, t that an ROC can be developed for any given ASW classifica-
tion systemn provides a conceptual basis for clearly distinguishing between

the two types of systemn limitations discussed in the preceding section. All
of the, phenomena associated with ambiguity are comprehensively and com-
pattlV represnted by the ROC. This includes insensitivity of sensors to

signal tharacteristics which differ for different types of contacts, loss of
significant data resulting from deliberate or unavoidable signal filtering,
and opt'rator errors resulting from misreading observations, misinter-
preting observations, or just wooly thinking. Thus, all of the factors

resulting in misclassifications can be investigated by determining the.
associated ROCs. In particular, DRL has already demonstrated that this
technique will distinguish clearly between systems using operators known

-6-
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to be "nai,..,. "avt rage, " or ",cxpert. " The effect of training, or of
altering displays, or of any other operator-( onnected factor can also
be investig.ted in the sarne way.

This advan, es our study in two ways. First, we can conduct

sensitivity analyses without worrying initially about the working details of

specifit systems. all of these details are conveniently summarized in the

ROCs. In other words, we can proceed as if the ROC is the system since
it tells us all we hav- to know about ambiguity when investigating sensi-
tivity. It follows that our sensitivity analysis is concerned primarily with

impact. Second. the t oncept of the ROC provides the specific mechanism

to be used in the proposed subsequent study of ambiguity. Further, it

makes it possibl, to start investigations of the key human phenomena

iminediately since the validity and utility of the experimental techniques

have already been established.

2. 3 The Role of the Idal Decision Maker

In carrying out our sensitivity analysis, we continue to use the con-

cepts and tt,,hniques of decision theory. In taking this approach we recog-

nize that this formulation does not provide a realistic description of the way

in which real decisions are made in real tactical situations. The deficiencies

of decision theory a-, a descriptive structure have been frequently pointed out.

For one thing, direct use of the theory requires knowledge and understanding

of sevcral probability distributions. Although human beings are capable of

some sort ot subjective weighing of chances (or odds) in uncertain situations,

there is no evidence that thtese subjective estimates bear any real relation-

ship to the probability distributions of interest. In addition, there is one
particularly troublesome distribution, the so-called "a priori distribution.

There art, valid grounds for maintaining that this information is nover (or

almost never) available in useful form in real situations. Another point is

that direct use of the thooretical concepts requires other information not

gencrallv available in real situations; namely, knowledge of the relative

desirability of the consequences attending various possible situations. As

one example, what are the relative consequences, expressed in some quanti-

tative terms, of each of the two types of errors discussed previously; that

is, is one twice as bad as the other? three times ? etc. Finally, it is proba-

bly trut, that even if all of the required information were available, real

people--a- distinguished, perhaps, from mathematicians- -would never use

it in the logical format enployed in the theory.

In the preceding paragraph we have deliberately painted sone aspects

of decision theory in the worst possible light because it is our contention

that these considerations do not affect the validity of the analysis as we have

CO 7F N
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used it. In our approach we accept the artificiality of the theory: in fact,
to simplify discussion, we introduce the concept of an "ideal decision
maker. " This is an hypothetical individual who is, first, completely

L informed about all of the relevant probabilities and utilities, and, second,
completely rational in that he uses the information in the ways prescribed

Fby the theory. As a consequence, he makes the best possible use of the
system being studied. Except for occasional good luck, a real decision

r maker will never do better and will usually not do as well. Therefore, our
ideal decision maker represents the goal for which humans can strive.
Further, when we evaluate the system (or the information produced by the

system) using the theory, we recognize that this value is the upper limit to
that which can actually be obtained.

Our ideal decision maker can also be looked at from a slightly dif-
ferent point of view. He is the "standard" decision maker who can be
inserted into different systems to be compared. In this role, he may do
better than the average real person, but he introduces no bias and conse-
quently provides a mechanism for obtaining valid comparisons between
different systems.

(C) Finally, there is a practical utility in using the theory which is
demonstrated after the fact. The theory identifies certain procedures as
"optimal" and it is demonstrated that these procedures are best regardless
of the knowledge (or ignorance) of the real decision maker. There are
practical ways of recognizing and implementing these procedures. The
result is that the use of the theory has led to some practical recommenda-
tions of considerable importance despite its limitations as a descriptive
construct. These recommendations and the demonstration of their validity
were nota result which was anticipated when the sensitivity analysis was
originally proposed.

2.4 Decision Rules

The sensitivity analysis centers about the identification and selection
of "decision rules. " A simple example- -deliberately not taken from the
ASW situation to avoid the possibility of being confused by preconceptions--
provides a useful introduction to the relevant concepts.

Suppose a vehicle with a legal right to ignore traffic lights (say a
fire engine) is approaching an intersection at which there is a traffic signal
normally tripped by approaching cars. The driver will observe that the light
is either red, yellow, or green. As he approaches the intersection, the
driver will have to decide whether he should slow down in preparation for a
stop or to maintain speed. We call the first action "stop" and the second "go. "

-8-
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The driver' s problem, of course, is that if there is cross traffic which
does not yield the right of way and he does not stop, he will be in an accident
which is undesirable in its own right, and doubly undesirable because it
makes it impossible to complete the mission (fighting the fire). On the
other hand, if he stops unnecessarily he loses valuable time.

In decision theory, the process is structured as follows. The driver
makes an OBSERVATION: the possible observations are that the traffic
signal is red, yellow, or green. The driver's decision consists of selec-
ting an ACTION: the two possibilities are stop and go. There are two
possible STATES: "yes" there is cross traffic moving into the intersec-
tion and "no" there is no such traffic. The OBSERVATIONS, ACTIONS,
and STATES are the basic elements of the decision process.

The actual decision process is described: as the selection of a
DECISION RULE. Here are some examples:

1. STOP if YELLOW, RED, or GREEN
2. STOP if YELLOW or RED; GO if GREEN
3. STOP if YELLOW; GO if RED or GREEN
4. GO if YELLOW, RED, or GREEN

It is some help that the color of the traffic signal is an indication (somewhat
ambiguous) of the STATE. If GREEN, there is no cross traffic (provided
that the signal is working properly). If RED, the signal was triggered by
cross traffic, but it may have already cleared the intersection. If YELLOW,
the signal was triggered by cross traffic preparing to move into the inter-
section. These relationships help evaluate the decision rules: No. I is
unduly conservative, wasting time needlessly and No. 4 is unduly rash,
risking an accident unwisely. The choice between Nos. 2 and 3 is not
clear: No. 2 may lead to a needless loss of time and No. 3 may lead to an
accident. A rational choice between the two involves an estimate of the
likelihood that the undesirable event will happen (no traffic on RED when
Nu. 2 is used or cross traffic on RED when No. 3 is used) and the serious-
ness of the consequences (lost time, accident) in each instance. The com-
bination of likelihood and consequence is called "risk." The rational
procedure is to select the decision rule associated with the lower risk.

There is one additional consideration: the driver may have information
other than the color of the light. He may have general information such as
the knowledge that high school was just dismissed and it is likely that there
are teenagers (who tend to rush the lights) approaching the intersection. He
may have more specific information. If there is a policeman at the inter-
section waving him on, the information from the traffic signal can be ignored

-9-
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(that is, No. 4 can be used). If a private citizen has undertaken to help
by signaling the driver to proceed, the additional information is also
ambiguous; however, the risk for No. 3 or No. 4 is certainly reduced.

This may appear to be a complicated way of describing a simple
situation. It has two advantages. It is explicit and comprehensive,
guaranteeing that every relevant factor can be introduced and weighed.
In addition, it is structured in a way which makes it possible to use vari-
ous analytical tools such as probability theory and utility theory.

The analogies between the example and the ASW classification situa-
tion are probably clear. In the latter case, the OBSERVATIONS are signals
seen or heard on the various displays and the ACTIONS are "attack" and

"ignore" or "report" and "ignore, " etc. (depending upon specific circum-
stances). The STATES are "contact is a sub" and "contact is a non-sub."

The undesirable events are failure to engage a suband the waste of energy,
time, or ammunition on a non-sub.

2.5 The Value of the Information System

In setting up the analysis in mathematical form, it is postulated that
all of the relevant concepts can be represented as numerical magnitudes.

Many of these magnitudes are probabilities. The ROC provides two very
important sets of probabilities: for each possible decision rule it pro-
vides the probability that "engage" will be selected when the contact is a

non-sub and the probability that "ignore" will be selected when the contact
is a sub (assuming for the moment that these are the appropriate actions).
In the simple example above, an ROC for the traffic signal would provide
the probability that GO is selected when there is cross traffic for De-
cision Rules 1, 2, 3, and 4, and the probability that STOP is selected when
there is no cross traffic for Decision Rules 1, 2, 3, and 4. A second
important class of numbers is the "utility losses" associated with the
undesirable events. In the ASW analysis, we measure these losses in

terms of escorted ships sunk, and estimate these magnitudes for various
significant situations.

From the ROC and the utility losses, we calculate the risk (or average
loss) for each decision rule and each possible value of the probability that the

contact is a submarine. For each value of the probability that the contact is

a submarine we determine the lowest risk and the associated decision rule.

This is the key step in the analysis. From the utility losses alone we then
calculate the risk for each possible value of the probability that the contact
is a submarine; that is, the risk when there is no system. (This is equiva-

lent to calculating expected losses at the intersections when the signal is
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not lit.) This second risk is always greater than or equal to the minimum
risk using the system. The difference between these two risks is called
the specific value of the system. This specific value is different for each
possible probability that the contact is a submarine. The value of the
system is measured in terms of the reduction in risk achieved using the
system.

The role of the ideal decision maker is to select the optimal decision
rule; that is, the decision rule associated with the smallest risk. In general,
the identity of the optimal decision rule changes as the probability that the
contact is a submarine changes.

In addition to the procedure just described, we compute measures
which are independent of the probability that the contact is a submarine.
If all of the values of minimum risk are examined, it will always be found
that there is one which is largest. This maximum. of the minimums is
called the "maximin risk." Also there is a decision rule, called the "maxi-
min decision rule" which guarantees that when it is used the risk will not
be greater than the maximin value regardless of the probability that the
contact is a submarine. An ideal decision maker would select this maxi-
min rule if he knew nothing about the probability that the contact is a sub
other than the information derived from the system itself. There is an
analogous maximin rule for the case in which there is no system, and the
associated maximin risk is greater than or equal to the maximin risk when
the system is used. The difference between these two maximin risks is
called the general value of the system. It is independent of the probability
that the contact is a submarine.

2.6 Applications of the Analysis

(C) Useful conclusions are derived from the analysis by applying it to

specific situations. The particular situation we selected is one in which
the ASW system is on a vessel assigned to a convoy screen. The losses

t1 are measured in terms of ships sunk. Conservative values are selected;
that is, it can be expected that in actual situations the losses would cer-
tainly be higher than those assumed. In addition, conservative values
are selected for sweep rates and contact rates. Using these, the system
value is converted to losses per mile of convoy duty. On the basis of the
replacement value of the ships lost, the value is further converted into
dollars saved per mile. For an actual example of a fairly high perform-
ance system, this number turned out to be $480 per mile of convoy duty.

(C) We then analyzed the ROCs obtained at DRL for naive and expert
operators (as has been mentioned). Again, on an ultraconservative
basis, it was found that the degree of improvement could be evaluated
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at $96 per mile of convoy duty. This would more than pay for any conceiva-
ble investment in personnel training, improved equipment, etc., designed
to raise men from the naive to the expert level. This is the key result of
the sensitivity analysis for it shown that improved training of classification
operators is certainly worth doing: it more than pays for itself in improved
overall system performance.

(C) We also examined the relationship between the theoretical and actual

procedures. It was determined that there are practical ways of obtaining
results close to the theoretical optimals. This requires changes in present
procedures and a great deal of future work in developing the details of the
modified procedures. The most striking single alteration it to change
the sonar operator's output from a choice between "possible sub" and "non-
sub" to a range of outputs indicating his subjective estimate of the proba-
bility that the contact is either a sub or a non-sub. This recommendation

can be extended to the CO when he merely reports a classification decision

to the OTC or screen commander and so on up the line to the decision

maker who selects the terminal action.

I
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3. ANALYSIS

i.
3. 1 ASW Classification Systems

(C) An ASW classification system is the combination of equipment, people,
and procedural rationale used in carrying out the sequence of operations
which begins after detection and which ends with the selection of either an

action which is appropriate when the sonar contact is a submarine or an action
which is appropriate when the contact is not a submarine. The nature of the

* terminal actions is an important difference between systems satisfying this
definition. In some instances (e.g., sonarmen report to the CO, the CO' s
report to OTC, the actions may be "call the contact a 'possible sub"' and
"call the target a 'non-sub'. " In other instances, the available actions may
be "attack" and "do not attack." At any instant, there are only two alterna-
tive terminal actions since the specific nature of the appropriate terminal
action is decided beforehand; for example, if "attack" is an alternative, the
specific tactics and weapons to be used are already known. At any instant
there is usually a third alternative available; namely, to collect more infor-
mation before selecting a terminal action. Selection of this alternative
increases the operations for which the classification system is used, and
providing for this alternative usually complicates the system.

(C) Figure I illustrates these concepts. The sequence of operations starts
with the reception of acoustic signals from the contact. These are converted
into electrical signals by the receiver (which includes the transducer).
Usually some information is lost (or deliberately discarded) in this process.
In turn, the electrical signals are converted into audio and visual signals by
the displays. Again, the information content is usually reduced. At first,
the receiver and displays are used in detection and in this mode they are not
part of the classification system as described above. Subsequently, they are
essential elements of the system. Further, there may be receiver-display
combinations which are used only for classification. In the system shown,
the next element is "man. " This is frequently a team of men. Man carries
out three essential functions. He looks at the displays to check for the
presence or absence of indications that the contact is (or is not) a sub.
This process can be described formally as the conversion of the display out-

puts to clues. Man then selects an action based on these clues, using a
classification rationale which we shall characterize later as a "decision rule."
Finally, man can control and adjust the equipment to enhance or eliminate
various kinds of information; that is, to change the information losses noted
above.

-13-

CONFIDENTIAL
i

CONFIDENTIAL



CONFIDENTIAL

Iu

M I

l2

o

0 bO

UI" O

i __c

1 14

0 144)

CONFIDNTIA
CNFIEN

* - 1 -
4)FDE TA

I/
J CONFDENTIA



I ,- - . ...-.- " ' ' - ' " ---

St.

CONFIDENTIAL

S(C) There are many significant variations of this system. Man can, and
usually does. combine the categorization and classification rationales into
some inseparable joint rationale. Alternately, some or all of the classifi-

cation rationale may be carried out with automata, such as HHIP or
MITEC.2 Another variation is to introduce devices which go directly from
the electrical signals to clues, or even to actions. These devices, some-

S times in direct imitation of man, may learn or otherwise adapt to the

varying circumstances in which the system is used. These variations all
illustrate the point that the "system, 1 ts defined above, is the collection
of entities used in implementing the operations between detection and action
selection.

3. 2 Receiver Operating Chitracteristics

The result of using the classification system is one of four possible

joint events: (a, s), (', s), (a, '-), (Z,i); where

s designates that the contact is a submarine.

A (frequently verbalized "not s") designates that the
.ontact is a non- submarine.

A designates that the selected action is appropriate when
the contact i% a submarine.

designates that the action selected is Appropriate when
the contact is it non-submarine.

If the -ontact is a submarine, the first two events are mutually exclusive

sink e the terminal action must be either a or a.

Let
y p(als) I - p(XIs) W

and

x p(AI~ ~I 2

where p(c.ao). c a. al, s,, is the conditional probability that

the selected Action is a when the contact is C. The probability, y, is

normally called the "hit probability"* and x is normally called the "false

action probability. "

This standard terminology, derived from radar technology, refers only
to the decision prot es And not to any subsequent weapon operations.
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For any given system, there is an additional functional relationship:

y = y(x) (3)

normally called the "receiver operating characteristic' or "ROC!' The
ROC describes the inherent capability of the system to distinguish between
contacts which are subs and contacts which are non-subs. The significance
of the ROC is explained using the representation of a classification system
shown in Figure .

Signal '-Conversions Rule

Figure 2. Representation of a classification system.~I

Every system converts the incoming acoustic signal into a penultimate form

called an "observable.." (In the system illustrated in Figure 1, the observ-
ables are labeled "clues. ") The final step is the use of the observables to
select an action. This step can be characterized as the use of a "decision
rule" which associates one of the ,alternative actions with each of the possible
observables. Let c = c 1 , cz,....cm represent the possible observables (or

clue combinations). Then the role of the decision rule is described formally
by

di(c) = ( (4)

that is, the decision rule can be regarded as a function which generates an
action once the observable, c, is specified. In general, there are 2m such
rules when there are m possible observables. Figure 3 shows the eight
possible rules when n = 3; for example,

d a; when c = c or c
d 3(c)1 3

; when c = c 2

3 2

I
16-

CONFIDENTIAL

tCE CON FIDENTIAL



CONFIDENTIAL

Rule a
SI c I c 2 c 3  ---

13
2 ci c c3

3 c , c 3 c2
4 c 2 , c 3  c 1S5 c I  c 2  c 3

S6 c2  cis c3

7 c 3  c 1 , c 2

8 c 1 , c 2 , c 3

Figure 3. Possible decision rules for three observables.

It can be shown that for the cases of interest here, half of these
decision rules can be ignored. When there are only two actions, the
observables can be arranged in an order, say ci, c2, c 3 , such that all of
the significant decision rules are generated by shifting through the sequence
as shown in Figure 4.

Rule a a

' cis c 2 b c 3

2' c, c 2  c3

3' c I  c2#c34' c 2 c'!I41 --- Ci s c 2 , c 3'I
Figure 4. Significant decision rules for three observables.

For any particular system there is a hit probability and a false action
probability associated with each decision rule. Each point of the ROC repre-
sents the pair of these probabilities associated with one of the significant
decision rules. When there are m observables, the ROC function, y(x), is
not continuous but discree; and it can be expressed as the set of pairs of
numbers, (xl, y), (x 2 , y 2 ) .... (Xm+ v yn+l ) . When the ROC function is
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plotted, it is usually shown as a continuous curve (the "ROC curve" normally

pronounced "rock curve"). The general appearance of these curves is shown

in Figure 5A A typical association of points on the curves with particularjdecision rules is also shown. The straight line from (0, 0) to (1, 1) repre-

sents a system in which the ability to discriminate between s and i" is no

better than that which can be obtained by pure chance (e. g., by tossing a coin).

Any curve which arcs up from this line represents a system which does better

than chance.

d6

B

4

(b) A

3

Ax a)

c2

0 0 P(a S)---

Figure 5. Typical ROC curves.
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3. 3 The ROC as a Measure of Effectiveness

(C) The ROC has been widely accepted as a measure of ASW classification
system effectiveness which is very useful in the research and development
of new and improved equipment. As a general measure of system effective-

ness, this function has strengths and weaknesses. The strengths are
illustrated by comparing the systems represented by Curves A and B. For
any particular value of the false action probability, System B operates at a
higher hit probability than System A: this difference is indicated by A y in
the figure. Analogously, for any given hit probability, System B operates
at a lower false action probability than System A: the difference is indica-
ted by Ax in the figure.* It follows that a system designer can examine the

ROC curves to determine which of two systems is better. Further, he gets
a general indication of the magnitude of the difference- -"general" because
the difference between the curves decreases with proximity to (0, 0) and

(1, 1). The advantage to the designer is that he can compare systems with-
out specific consideration of the decision rules which must be selected to
fit the circumstances (as shall be shown subsequently): he can advocate
the use of System B rather than System A on the basis that, in all possible

circumstances, it is usually better and never worse than System A.

The weakness of the ROC as a general measure of system effective-
ness may already be apparent in the preceding statements. Sooner or later
it becomes necessary to face the question of how much better is System B
and to undertake an analysis of the selection of decision rules. In system

design this question usually arises when cost-effectiveness is considered,
since it is then necessary to determine whether the improvement is worth
the cost. In this study, the question arises because we are primarily
interested in operator performance, and all of the mistakes the operator may
make have as a consequence the selection of the wrong decision rule. Con-
sequently, this question is analyzed in the following sections. Subsequently

This argument may not seem completely convincing if it is noted that
the physical significance of a point on the ROC curve, lying between
two points representing different decision rules, has not been explained;
for example, the point between d 3 and d 4 in the illustration. The inter-
mediate points are associated with "mixed decision rules". however,
these are not normally used in practice because points like d 3 and d4 are
usually close enough to be good approximations to the mixed rule. In the
illustrated instance, when d 3 is used, the advantage of System B over
System A is the difference between operating at point (b) rather than (a),

and in this case a higher hit probability and a lower false action proba-
bility are achieved simultaneously.

19O
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, in discussing operator performance, we adopt the attitude that any particular
ASW system is described by ROC, and we use actual ROCs as illustrative
inputs to our analyses. At this stage in our study, we are not particularly
concerned with the problem of actually determining the ROCs. Later, in
order to measure operator performance, we shall have to investigate this
process in detail.

3. 4 Expected Losses

(C) The simplest class of cases is that in which only the consequences of
erroneous action are significant. These consequences are called "utility
losses" or more simply just "losses. " Frequently these losses can be
measured in tangible terms such as ships sunk, weapons wasted, or lost
time. In game situations, such as exercises, the utilities may be intangi-
ble: for instance, they may be measured in points scored according to some
rules. Such utilities are important to the individuals involved because of a
conscientious desire to perform well, pride, and possible effect on career
advancement. They are important to the Navy'because of the indication of
the capabilities to be expected in combat. Utilities may also be probabilis-
tic; in that they may involve several alternate events, each with a different
utility and a different probability of occurrence. There is an extensive
body of theoretical and practical knowledge which indicates that it is always
possible to define sensible, useful utilities in the face of these and many
other contingencies. We accept the results of this "utility theory" without
further discussion. (For details see Refs. 5, 6, 7, 8.

(C) As a prototype of situations in which only losses are significant, con-
sider the case in which the ASW classification system is on a ship assigned
to a screen protecting a group of ships--a convoy, or perhaps a landing
support force operating off the beachhead. Under these circumstances, the
ASW operation is successful as long as none of the protected ships are lost.
(The ASW ship itself may well be considered expendable. ) Clearly, this is
a case in which only losses, measured in terms of ships sunk, are signifi-
cant.

Losses may occur in spite of the best efforts of the protective force,
but these are not significant in the analysis. The significant operational
variation is the selection of the appropriate action. Losses which may
occur when the appropriate action is selected do not, in any way, change
the identification of the action as "appropriate"; if a better action is availa-
ble, it is the one which will be so labeled. In this case, therefore, the
analysis is reduced to a consideration of the losses which. result from the
selection of the inappropriate action; that is, the losses associated with
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the terminal events (a, q) and (a, s). This is illustrated by the tableau in
Figure t -A which indicates a loss, L I , when the contact is a sub and the
inappropriate action (usually no action at all) is selected, and a loss, L 2 ,
when the contact is a non-sub and the inappropriate action (report to higher
echelon, attack, etc. ) is selected.

The normalized form of the tableau, shown in Figure 6 -B, its obtained
by dividing each element of the explicit form by L 1 , and setting = L 2 /L 1 .
It is proved in general that this does not alter any of the results of interest,
and there is a considerable reduction in algebraic complexity. 9

A. Explicit Form
Nature of the Target

Sub (s) Non-Sub(l')

a 0 LZ

ActionZ
Selected

a L1

B. Normalized Form*

Nature of the Target[ Sub (s) Non- Su i)
a 0 X,

Action a_ 
_

Selected 1

Figure 6. Losses associated with inappropriate actions.

IC) The magnitude of LI (the loss when a sub is misclassified as a non-
sub) depends upon several contingencies as follows:

', When a specific name is required, the magnitude of the entries in this
tableau are usually referred to as "utiles.
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I. The appropriate action may be initiated by another ASW
ship in the screen.

1 2. The submarine may not attack.

3. The submarine may attack ineffectively by selecting
relatively unimportant targets, as a result of mal-
functions in his weapon system, or even ineptitude.

Each of these contingencies can be broken down further. As a result, a very
large number of parameters must be specified before it is possible to specify
the events and probabilities which must be known to calculate Li. However,
this complex set of possibilities is highly redundant, since all cases must
reduce eventually to a statement of an expected number of ships lost (LI),
and the number of possible values of L l is very limited (as a first guess toa
number less than or equal to five).

IC) The calculation of L 2 is similarly complex. The consequences of
selecting action "a" when the contact is a non-sub is a diminution in defen-
sive capability. This may be a temporary condition; for example, an SAU
may be dispatched on a "wild goose chase" and during this interval, it is
not effective against some sub which may pose an immediate threat. The
diminution may be longer lasting as occurs when there is a limited supply of
weapons and some are wasted on a non-sub target. Again, despite the com-
plexity of possible situations, the number of end results is limited since L 2

is almost certainly less than Li. With ingenuity, it is possible to delineate
situations in which risking an attack by a sub leads to a smaller loss than
attacking a non-sub, but these are so unique that they will almost certainly
never arise in practice. Thus, L 2 _ LI (and X -1 1) and L 2 is at least as
limited in range as L 1 . Accordingly, we continue the analysis in the expec-
tation that while the task may be tedious, reasonable estimates of L 1 and L 2
can be obtained when needed. Later we shall also "discover" that the analy-
sis produces useful results even when the loss estimates are not verya
accurate.

3. 5 Risk

Given a system, and hence a ROC, there is a specific false action
probability associated with each significant decision rule (or point on the
ROC curve). This probability is designated by pi(ajsi). The probability
of selecting the "false action, " when decision rule di is used, is

Pi(a,' p i(aJW p(^i;) (5)
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where p(-') is the probability that the contact is a non-sub. At the moment,
we merely define p(i ) arbitrarily; later we will interpret this as either the
"real" probability (e.g., known to some superior intelligence) or as some

a priori estimate of the probability. Using the definition of x implicit in
Eq. (2) and letting p = p(s) = I - p(';), Eq. (5) becomes:1

Pi (a, x p) (6)

and this is the probability, using the normalized tableau, that a loss of X
will result from the tise of the given system and the decision rule di. From
Eq. (1) the probability that will be selected when the contact is a sub, using
the same system and di, is

Pi(a, 1) (-yi)p (7)

and in this case a loss of unity is sustained. It follows that the expected
value of the loss when di is used is

R(i, p, X) - x.( - p)X (l- )p (8)
1

The symbol R is selected because this expected loss is usually referred to
as "risk. " As indicated, the risk with any given system will change with
the decision rule, di; the probability that the. contact is a sub, p; and the

loss parameter, X. The risk will also change when the system (i. e., the
ROC) is changed. Since X is a constant, and xi and yi are constant for a
given decision rule, a plot of R(i, p, )) against p for a given i and X is a
straight line. Figure 7 shows a hypothetical example in which there are
three decision rules (i. e. , i = 1, 4, 3).

If there are m possible values of i, then there are n values of
R(i, p, X) for a given ). and any particular value of p. For any particular
value of p, at least one of these risks is the smallest. Let i* designate

a value of i associated with this smallest risk. In Figure 7, i* - 1 for
all values of p between 0 and Pb; i* = 2 for p between Pb and Pc; and i*
3 for p between Pc and unity. The set of all of these minimum risks
(i.e., for each vAlue of p) is designated by R*(p, X) or R(i*, p, X); andthe
operation which generates R*(p, X) is indicated explicitly by

R*(p,.) = mn R(i, p,X) (9)
1
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R*(p, ) (a) -(b) -.(c) -. (d)

4(b

(a) p (d)
0 C

Figure 7. Risk, minimum risk, and maximum risk.
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I which merely means that R*(p, \) is formed by examining R(i, p, k) for a given
value of p and every value of i, selecting the smallest of these values, andI then repeating the process for the next value of p.

A physical interpretation of this result is that a decision maker whof. knows the ROC, the value of the loss parameter, X, and the probability, p,

can select the decision rule associated with the smallest risk. When he does
this, the risk is R*(p, X). We call this hypothetical individual the "ideal
decision maker. " A real decision maker will usually know very little (if
anything) about p and X. Further, he may arrive at his decision via a pro-

cedure which in no way resembles this analytical approach. However,
regardless of the rationale the real decision maker employs, or the extent
of his knowledge, the best the real decision maker can do is to select the
decision rule, which we have designated by i*, with the associated risk (which
he may not know)R*(p, X). If he selects any other decision rule, the risk will
usually be greater and will never be smaller than R*(p,X), Thus, the ideal decision

maker represents the limit that. the practical decision maker can achieve.

.3. 6 Maximin Risk

The plot of R*(p, X) in Figure 7 (that is, the plot through the points (a),

(b). (c), and (d)) is typical of all possible instances in that it is continuous
and has a maximum value for some value of p between zero and unity. In
Figure 7, this maximum occurs at the point (b). This largest value of
R*(p. X) is designated by R**(X). The operation is indicated formally by

I R\' *(X) max R*(p, X) max min R(i, p, ) (10)
p p i

Becaue of the formi of the last expression, R**(X) is called the "maximin
Irisk. "

(C) There is a decision rule which results in a risk of R**(X) for all possi-I ble values of p: it. is called the "maximin decision rule" and designated by
the index i **. For the case illustrated in Figure 7, this rule would specify
using the decision rule. d 1 , with a probability 4, and the rule dj with a
probability I-D, where 0 is chosen as the value which results in an expected
value of the combination of the risks R(1, p, X) and R(2, p, ) lying along the
dotted horizontal line passing through (b). Using such a rule in practice
would be quite cumbersome. Fortunately, there is usually a simple decision

rule which produces a result very close to the theoretical ideal. in Figure 7,
the closest approximation is to use the rule d 2 (that is, i**=2). In this case,
the largest risk occurs when p = 0. that is, at the point at which R(2, p,)Iintersects the vertical axis through p 0. This value is not very much
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larger than R**(X). In actual cases the approximation will invariably be
closer. Figure 8 shows the risks for an actual ROC with ten significant
decision rules when X = 1. It will be noted that R(6, p, X) passes through
the maximin point and is almost horizontal. As a consequence, d 6 is a
very close approximation to the maximin decision rule. Further, d 5
is just as good as d 6 . The increase in maximum risk using d 5 or d 6
instead of the true maximin mixture is . 03 utiles. In Figure 9, the
curve for R*(p, X), when X = 1, is repeated and curves for other values
of ) are shown. As might be expected, the risks decrease as X decreases.
A perhaps unexpected characteristic of these curves is that the optimal
decision rule varies very little as > ranges from 0. 2 to 1. 0: the optimal
rule shifts from a mix of 5 and 6 to a mix of 7 and 9 (note: Rule 8 is not
used in this instance).

.9

.8

.6 .6

,

.. ~..5

4 . .4

.2 - It .2

2.9

.1 .2 .3 .4 .5 .6 .7 .8 .9

Figure 8. Risks for case with ten decision rules.
(based on ROC in Reference 2). (C)
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3. 7 Value of A System

We h.L\'t already introduced the concept of an ideal decision maker
Jcharacterized by his knowledge of:

I. the ROG
Z. the loss parameter, A

3. the probability, p, that the contact is a sub (or non-sub)
4. the procedures for determining minimum risk

and we have shown that he can always select a decision rule, di., which re-
sults in the lowest risk, R*(p, X). Further, we have shown that if the ideal
decision maker does not know the third item, the probability p, he can utse
the maximin decision ruh, di.\ or A close approximation to it and limit his
risk to R*'\(A) regardless of the actual value of p. Finally, we have noted
that an actual decision maker, regardless of what he knows or what proce-
dure he uses in arriving at a decision cannot (on the average) do better than
the ideal decision maker, but he may do much worse. The ideal decision
maker represents the upper limit to what the actual decision maker can
accomplish.

Suppose that the ideal decision maker does not have a system and tries
to operate without the ROC, or equivalently without the values of xi , Yi. Oil
tht, basis of his knowledge of p and X, he can select the action which will
retult iii the smaller risk. In particular, if he selects action a, (ti- expected
loss, or risk, is that which is incurred given that the contact is ,a non-sub,
multiplied by the probability (1-p) that the contact is a non-sub. Formally,

A(a, p. X) (l-p)X ll)

Analogously, if hv selects the action a, the risk is

The A(a p,)-p )

The ideal decision maker can select the action, say A*. which is associated
with the smaller of these two risks. Formally, he can limit his risk to

Ai(p. x) Ala*, p. X) mi Q. p, X) 113)

As long as the ROC represents a system which does better than chance,
this risk is larger than R*(p, X). determined from Eq. (9). The difference
between the risks without and with the system is a measure of the "value"
of the system. Formally, we define
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V*(p, X) = M(p, X) - R*(p, X) (14)

and we call this the "specific value of the system" (because it applies to a[ specific value of p).

Figure 10 illustrates the determination of V*(p. ). The R*(p, X) curve

is repeated from Figure 8. A6'(p. X) is the lower boundary of the two straight

lines representing AMO. p. X~) given in Eqs. (11) and (12). The difference be-

[ tween these two is the dashed line marked V*(p, X).
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Some insight into the interpretation of V* may be obtained by deriving

an obvious conclusion from the fact that it is zero when p = 0 or when p 1.
V* is the value of the system to the ideal decision maker. When p is zero or
unity, this decision maker is already completely informed about the nature
of the contact; that is, if p = 1, he knows for sure that the contact is a sub.

In this case, the system cannot add to his information and accordingly its
value,V*, should be zero. In general, V* increases as the degree of certainty
about the classification of the contact decreases.

Some additional characteristics of V* are shown in Figure II in which

this function is plotted for several different values of the lossparameter, X,
for the same system (ROC) used in Figures 8 and 9. These curves illustrate
that the value of the system increases as the consequences of the false action,

(a, ), became relatively more serious as reflected by the increasing values

of X.

In analogy with the previous analysis, the ideal decision maker can
select an action which leads to a maximin expected loss when he operates
without the system. This is a "mixed action" in which he uses a with

probability 0 and a with probability (1-0). From Eqs. (11) and (12), his

expected loss is

A(MP, A) = (l-p)X+ pU-) (15)

and it is readily checked that when

0= l/(l+X)= ' (16)

Eq. (15) yields

A(CpX) = A**(X) = )/(l+ k) (17)

and furthermore that

A**(X) max min A(a, p, X) (18)

p CL

so that A** is the maximin loss with the property that use of the mixed

action 0* ensures that the loss will not be greater than this regardless of
the actual value of p. When the ideal decision maker does not know p, he

can use the system to reduce this expected loss to R**(X). Accordingly,
we define

V**(- R**(x) (19)

as the "general value of the system."
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Values of V** for the system illustrated in Figures 8, 9, and 1 1 are
shown as System I in Figure 12. Two other cases which will be discussed
in detail subsequently are also shown.
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4. APPLICATIONS OF THE ANALYSIS TO
SYSTEM EVALUATION

4. 1 Analysis of V.lue in Convoy Situations

The analysis developed in the preceding sections can be used to obtain
a practical evaluation of ASW classification systems by applying it to investi-
gations of specific circumstances. It is clear that knowledge of the circum-
stances is important since a system can have no value if it is not used, as
may happen if the contingencies it is designed to cope with never arise. In

operations as complex as those in which antisubmarine warfare is conducted,
there is no simple way of characterizing these circumstances. We are re-

duced, therefore, to an examination of specific examples which are judged to
be reasonably representative and significant.

The first example is a continuation of the one introduced in the
preceding section. Suppose that the ASW system is on a vessel engaged in
convoy duty. As has been demonstrated in the development of the analysis,
in the absence of any prior information about the probability that a contact
is a submarine, it is reasonable to use the maximin decision rule. Without
the classification system the risk, or expected value of loss, will then be

A**(X) (obtained by selecting the mixed action associated with 0*, cf.
Eq. (17)). When the system is used, the risk will be R**(X) (or a very close
approximation, cf. Eq. (10)). As a consequence, the use of the system in
any instance will result in a saving of V**(X) = A**()) - R**()X) as indicated
by Eq. (19).

A point that frequently requires explication is that the saving of V**
is achieved regardless of the actual value of the probability that the contact
is a submarine. This follows from the fact that the risk associated with the
maximin decision rule is an horizontal line on Figure 7, indicating that the

risk is the same for all values of p. Since the eKpected loss associated with
the optimal action, A**, when there is no system is an horizontal line on
Figure 10, also indicating an independence of p; it follows that V** must be
independent of p. The situation is analogous to that encountered in the game
of matching pennies. If one player selects his alternative (heads or tails)
at random, the probability of a match is 1/2 regardless of what the other
player does. For example, the probability of a match is 1/2 even when the
other player always selects heads. The analogy can be carried further. if
one knows the opponenes pattern (e. g., always plays heads), it is possible
to achieve a better result than that obtained from use of the maximin ran-

dom selection. Similarly, it is possible to capitalize on a knowledge of
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the probability, p, to obtain a risk lower than V**. In this example it is
assumed initially that this cannot be done.

(C) Up to this point the units of measurement of V** have been labeled
"utiles" to indicate that its magnitude represents the utility value of an
event. In particular, the normalized form of the loss matrix, Figure 6-B,
indicates that one utile is the utility loss which occurs when a contact
which is actually a submarine is misclassified as a non-submarine. The[actual consequence of this event is some expected value* of the number of
ships sunk by the enemy. This number, in turn, depends on such factors
as whether or not the submarine attacks, the effectiveness of his attack,

and the possibility that some other ship in the screen will detect the sub-
marine and take the appropriate action. In this example it is assumed that
the circumstances are such that this value is one ship sunk. This is a
reasonable expectation in a large variety of circumstances, and a useful
starting point since it simplifies some of the interpretation tasks.

(C) Since V** is earned each time the system is used, the total value
of the system is NV**, where N is the number of times used. In the
convoy situation, we can estimate a lower limit for N and hence for the
total value. A "false contact" is a sonar target (that is, a physical entity
which reflects the sonar energy) which is not a submarine. A false con-
tact rate can generally be estimated fairly accurately for a given geographi-
cal region and season. Let R stand for the number of false contacts per
square mile. Further, suppose that the ship searches over a path of width,
W, un a cruise of D miles, covering an area of WD square miles. The
number of false contacts is WDR. During the cruise, there will be at
least this number of contacts: in addition, there will be contacts which
are submarines. Thus,

N WDR (20)

and

NV** a WDRV** (21)

The sweep width, W, associated with a single ship is determined primarily
by the spacing between escorts. This spacing, in turn, is a function of
several variable factors such as effective sonar range, the shape of the
screen, and the number of escorts available. Since we are seeking

"expected value" is used in the technical sense sometimes loosely
indicated by the use of "average values."
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a lower bound, we examine the case for which W = 1 n. n., a value far
below the average. We set R = 1. 6 contacts per 1,000 square miles on

T ]the basis of expert advice that this is a reasonable approximation to
* general experience. Under these conditions,

NV** (1.6 x 1O- 3 ) DV** (22)

where D is the distance traveled.

(C) As shown in Figure 12, V** decreases as X decreases. The param-
eter, X, is a measure of the loss associated with the false action; that is,
misclassifying a non-submarine as a submarine and acting accordingly.
One possible action is the expenditure of weapons. The associated loss
involves both the direct cost of the wasted weapons and the decreased
capability to deal with future threats. A second possible action consists

j of reporting the contact as a submarine to a higher echelon which then
vectors another ship (e. g., a "pouncer") to the target position. In the
course of this action, it is possible that the misclassification will be

discovered before any weapons are expended. The loss then will consist
of the decreased defensive capability during the period when the force was
at least partially preoccupied with the non-submarine contact. This is a
smaller loss than that of the useless expenditure of weapons. An overly
conservative estimate, consistent with the fact that we are establishing a
lower bound, is to set X equal to 0. 1. This is interpreted literally as an
assumption that the decrease in defensive capability accumulated in the

course of ten responses to false classifications of non-subs as subs gives
the enemy about as much advantage as one misclassification of a sub as a
non-sub. From Figure 12, V** = 0. 05, when X = 0. 1. Then follows that

NV** A (8 x 1O"5 ) D (23)

Thus, in 1,000 miles of convoy duty the classification system can be credited
with preventing losses at least equivalent to the loss of . 08 ships. Since the
replacement value of a merchant ship and its cargo is at least $6 million,
this result can also be interpreted as earning $480 per mile of convoy duty.
The cost of a classification system is only the marginal cost of the equip-
ment and training which must be added to the system required for detection
and fire control. It follows that the investment needed to achieve the capa-
bility provided by the classification system used in this example is economi-
cally justified. Further, this line of reasoning strongly suggests that even a
small increment in classification capability is worth a sizable investment in
training and equipment.
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4. 2 Convoying, Continued

Recapitulating the arguments in the preceding section, V** represents
the utility when the ciascification system, represented by the ROC used in
determining V**, is used by an informed, rational decision maker. On the
average, actual decision makers cannot be expected to do as well.

(C) A conservative estimate of V** is derived from two assumptions. The
first is that the expected value of the loss when action is selected on the basis
of an erroneous classification of a sub as a non-sub is one escorted ship sunk.
If this number is higher, as it usually will be, then V** would also be higher.
The second assumption is that the loss when an action is selected on the basis

of an erroneous classification of a non-sub as a sub is 1/10 of the loss result-
ing from the sinking one escorted ship. This is a low estimate of the conse-

quences of treating a false alarm as an actual sub.

(C) Since V** is the value each time the system is used, the total value
depends upon the number of uses. In the absence of any submarines this
will be just the number of false alarms. This rate, estimated conservatively,
times V** leads to the conclusion that the classification system studied saves
0. 08 convoyed ships for every 1,000 miles of convoy duty. This is enough to
pay for the training and equipment devoted strictly to classification many
times over.

(C) In addition, we note that the situation itself is a limiting one, since we
have assigned the ASW ship (and its classification subsystem) a very passive
role in the convoy: we have assumed essentially that it holds its position in

the screen and reports its classification decision to higher echelons. Sup-
pose, however, that the appropriate action is to initiate an attack when it is
decided that the contact is a sub: in this case, the value of V** is larger.
This is shown in the following argument.

The simple loss matrix used in the preceding analysis is not adequate
for the analysis of the active assignment situation since no mechanism for
representing the possible gain when a submarine is sunk is avilable.
Ideally, the analysis should be revised somewhat to accommodate a "utility
function" describing the gains and losses shown in Figure 13. In particular,
when a contact which is actually a sub is attacked, the utility is a gain, G.
The losses, L I and L 2 , are those already defined, but the associated utili-
ties are explicitly negative. The utility of not attacking a non-sub is assigned
the value zero arbitrarily.
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Sub Non-Sub

a G - 2

0

Figure 13. Utilities for possible terminal events.

(C) We plan to study this more general formulation in the very near future.

At the moment we can derive a preliminary result by introducing the concept
of "regret." Regret is the utility loss associated with not selecting the best
possible action in each possible terminal situation. Algebraically, regrets
are obtained from the tableau in Figure 13 by subtracting the largest number
in each column from all other elements in the column. This produces the
regret tableau shown in Figure 14, since G is the largest value in the first
column and 0 is the largest value in the second. Finally, the regret tableau
can be converted into a normalized form by dividing each of its elements by
-(G + Ll), producing the tableau shown in Figure 15.

Sub Non-Sub

a 0 -Lg

a -(G+ L) 0

Figure 14. Regrets for possible terminal events.

__ Sub Non-Sub
' L2

a

Figure 15. Normalized regrets.
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if Let

x? = L /(G + L (24)

Then the analysis can proceed as before using ' instead of X. It is clear
that X' is less than k since G and L I are always positive numbers. On this
basis alone, it would be concluded that V** is lower when the possibility of[active assignment is introduced. However, there is one additional considera-
tion. What we have done can be explained as introducing an increased value[of LI; namely,

L i t = L 1 + G (25)

This is reasonable because the loss associated with failure to attack a sub
is now measured not only in terms of losses in escort vessels but, in
addition, in terms of the lost opportunity to sink an hostile submarine.
However, we have ignored the fact that L 2 must also be modified. When
the SAU takes action appropriate to the classification of the contact as a
submarine, it almost invariably attacks. It moves out of what would
normally be its optimal position, weapons are expended, and large amounts
of noise are introduced into the acoustic environment.

(C) If the contact is not a submarine, the losses are much higher than
those consequent upon the mere reporting of an erroneous classification
by a ship holding its position in the screen. It follows that it is necessary
to use L 2 ' a L 2 , and

V = Lz'/L i ' (26)

(C) The gain, G, associated with attacking a submarine is just the kill
probability, P K , for the sequence of actions starting after classification
(not PK for the weapon alone after localization is completed). In addition,
G must be expressed in the same units as L I or the indicated addition will
be meaningless. To convert PK from "subs sunk" to "escorted ships sunk,
we multiply by the "exchange ratio, " p, a number expressing the fact that
one submarine is "worth"p escorted ships. Thus,

G = P (27)
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J On the basis of replacement costs only, P = 5. (Considering strategic and
tactical consequences may result in exchange ratios as high as 20. ) A con-
servative estimate of PK' as defined above, is about 0. 05. Previously, we
assumed that L! 1. Thus,

L I  G L 0.25 + 1.00 = 1.25 (28)

Previously we assumed that L 2 = 0.1. If L 2 ' .125, then X' - X. On the
basis of the preceding discussion, it is estimated that the increase in L 2
will certainly be greater than this increase from 0. 1 to 0. 125, so that >.'
will certainly be greater than X and V** for the active assignment will be
larger than that calculated for the ship in the screen. It follows that the
original analysis represents the limiting situation.

4. 3 Effectiveness of Operator Training

(C) Work currently being carried out at DRL has produced ROCs repre-
sentative of the results that can be achieved using systems with "expert,"
"average, " and "naive" sonar operatorsO It is not suggested, either by

DRL or here, that these functions are necessarily accurate indications of
the results which might be obtained at sea. However, the experiments are
realistic, and the differences in operator skills correlate with experience
and other independent indications of capability. It follows that for the order
of magnitude estimates required here, it is reasonable to accept these data
as indications of the differences in skills if not of the absolute level of skills.

(C) Analysis of the ROCs to determine the values of V**(X) produced the
results shown in Figure 16. It is immediately apparent that there is a signifi-
cant difference between the results achieved with the three levels of operator
skill. It follows that this is at least a first order indication of the increased
value which might be achieved as a result of personnel selection, training
and experience. The results are even more instructive when they are re-
plotted as shown in Figure 17. For low values of X(equivalent to low false
action penalties), operator skill can increase the system value from zero
(or very close to zero) to a significant value. For example, when A 0. 1,
operator skill raises the performance from a value of zero to a value of
0. 01. Using the analysis in Section 4. 1, the high lev'.l is equivalent to
saving at least 0. 016 ships per 1, 000 miles of convoy duty, or to earning
(strictly on a replacement basis) at least $96 per mile of convoy duty. Thus,
while at first glance the improvement in this situation may appear to be
insignificant, personnel selection and training, which achieved merely this
increment, would pay for itself in fairly short order. For example, if the
training, etc., cost $100, 000 and it were given to three men in the crew, the
cost would be recovered in one trip across the Atlantic Ocean.
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Figure 17. Relationships between general value and
level of operator skill. (C)
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4. 4 Proposal for a Revised Classification Procedure (C)

Prior to the last section we have been considering classification systems
in a fairly abstract sense. In particular, we have not specified the identity of
the "decision maker": we have merely pointed out that the decision is made,
wittingly or unwittingly, in accord with some decision rule with consequences
which can be evaluated in terms of utility losses which may not be known by
the decision maker.

The preceding section included explicit recognition of the fact that the
sonar operator plays an integral role in associating received signals with

, .clues; that is, in performing the first of the two functions associated with
human implementation in Figure 1. In implementing this process, the sonar
operator (or team of operators) does not act as a decision maker in the sense

, •of selecting the terminal action. However, in the experiment in which the
ROGs were generated, the man was not asked to associate observed signal
characteristics with clues in the usual sense. Instead, he was asked to
register one of ten possible integrated reactions.10 Reactions number 5, 4, 3,
2, 1 were associated with increasing conviction that the contact was a non-

* submarine. Reactions 6, 7, 8, 9, 10 were associated with increasing proba-
bilities that the contact was a submarine. The ROCs are determined from
observations of the frequency of occurrence of each observation for each of
the two basic conditions, sub and non-sub, known to the experimenter. This
experimental procedure serves to isolate the human task of recognizing and
categorizing received signal characteristics from the decision-making task
of selecting a terminal action, thus providing the ROC, which is independent

-i of the use of the decision rules and the associated problems of evaluating
losses and the relative importance of data from sources other than the radar
itself.

In the procedure used at sea, the information derived from the sonar

is used as the input to a decision process in which the contact is classified
as either a "possible sub" or as a "non-sub.' This process is usually
referred to as carried out by "the sonar operator"; however, there is always
a team of operators and in addition there are instances in which the captain,
who acts subsequently as an independent decision maker, also participates in
the initial decision task.1 2 The decision rules used in selecting one of these
two terminal actions are never completely formulated. Only some of the

* possible clue combinations are unequivocally associated with one of the
possible actions. In addition, the clues themselves may be partially ignored
or merely assimilated subjectively with no attempt at explicit clue identifi-
cation.
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Once the decision is made solely (or primarily) on the basis of the
sonar-derived information, the captain has an opportunity to reverse or
confirm the decision before taking additional action. In this second decision
process, the captain has additional sources of information available; for
example, other sensors such as radar, a plot of the target track derived
from previous observations, and intelligence inputs.

This two-step process can be analyzed by noting that the captain treats
the sonar operator's output as an observation. There are two such observa-
tions, an initial classification of the contact as a non-sub, which we designate
S,and an initial classification of the contact as a sub, which we designate S.
The captain has two terminal actions which we designate a and I as before.

There are three significant decision rules:

d1 specifies that Z is selected when the observation is a and a
is selected when the observation is S (that is, if the opera-
tor says "S" the captain reverses the initial decision).

d2 specified that Z is selected when the observation is 9, and
a is selected when the observation is S (that is, the captain
confirms the initial decision),

d3 specified that a is selected when the observation isS, and
a is selected when the observation is S (that is, if the initial
decision is S, the captain reverses it).

This procedure is demonstrably inferior to one which imitates the
experimental procedure by allowing the sonar operator a variety of outputs,
thereby providing the captain with a broader, more versatile set of decision
rules.

Figure 18 illustrates the salient points in the argument. The experi-
ments have demonstrated that the sonar operator is capable of generating a
ROC curve such as that passing through the points (a) through (g) on the
figure. The number of segments on such a ROC curve is determined by the
number of output categories provided: in this illustration there would be
seven. If the sonar operator must select either S or 9, his behavior can
be represented as the use of one of the decision rules associated with one
of the points on the ROC. For illustrative purposes, suppose he selects
the rule associated with point (e). The ROC being generated for the captain's
consideration is the dotted line through (a), (e) and (g). In particular, dl is
associated with (a), d2 with (e), and d3 with (g). If (e) is the point associated
with the optimal rule and if the captain uses d2 confirming the sonar operator's

- 44 -

CONFIDENTIAL



CONFIDENTIAL

I

/t J
(e) -

(d)

0 (c) /
0 ~/

, /

(b)

(a) / False Action Probability

Figure 18. Effect of expanding sonar operator's output. (C)

choice, then the minimum risk is achieved but the captain's action is redun-
dant. On the other hand, suppose that sonar operator has erred and (d) is
actually optimal. The captain, despite his additional information, is still
constrained to use either (e) or (a). At best if he is willing to use a mixed
decision rule (and we have pointed out that this is very unlikely), he will use
a rule associated with some point on the line segment between (a) and (e),
say (h). However (h), or any other point on this line segment, is still inferior
to (d) since all such points lie closer to the null system represented by the
diagonal from (a) to (g). In other words, if (d) were optimal, (h) would be
better than (e) but not as good as (d). This argument can be duplicated for
any other initial choice and consequently the general conclusion is that a
procedure in which the captain can use the full ROC is superior to the one
he must use when the sonar operator's output is constrained to a choice
between "possible sub" and "non-sub. "
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Additional insights can be obtained from Figure 19 in which the solid
curve is a duplication.gf V*(p, X), for X = 0. 6 from Figure 9. If the sonar
operator selects S or S with no a priori knowledge of p, his best procedure[ is to use the maximin decision rule, d6 - this will limit the expected loss to
at most V 1 on the figure. This then constrains the captain to three decision
rules as discussed: in this case, his choices are d l , d 6 , and d 1 0 . The
resulting V*(p, X) is the dashed line.

Since d 6 is optimal with no a priori knowledge, the captain cannot
improve the situation except by using his additional information about p.
Suppose the captain knows that p < P3" With this information, he should
be capable of improving the situation. For example, if he knows that p < 0. 2,
the captain should select d3 , ensuring a risk less than V 2 which, in turn, is

significantly less than VI. However, if the captain is constrained to work on
the dotted curve, this a priori knowledge is of no use for his best available
strategy is still d 6 . In fact, from the figure, it is clear that the captain's
optimal use of a priori information when the situation is the one described

by the dotted curve is as follows:

I. If p 4  < p I, use d1 0 .

2, IfP 2 p p 4 ' use d 6 .

3. If Op s used

In other words, use of other information about the probability that the contact
is a sub leads the captain to either completely ignore the sonar operator's
classification or else to go along with it. This is highly inefficient compared
to the situation represented by the solid curve when the sonar operator pro-
duces multiple outputs. For example, when P, < P < P3, significant improve-
ments can be obtained by using either d 5 , d 3 , or d2 as appropriate, rather
than either d 6 or dl. Note that the situation cannot be improved by using a
mixture of d, and d 6 since the point representing such a mixed decision must
lie along a line such as CC' with a positive slope between the zero slope
associated with d 6 and the slope associated with dl. No point on such a line
can be better than dl for Case (3) above, or better than d 6 for Case (2).

In summary, the captain uses his additional information about the
nature of the contact most effectively when he is given access to the multiple,
outputs the sonar operator is capable of producing, rather than only the con-
strained duality, "possible sub" and "non-sub. "
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4. 5 Practical Procedures for the Captain (C)

In most circumstances the individual who selects the terminal action
(that is, the "decision maker") is the captain of the ship. We have pro-
posed that the output of the sonar operator (that is, the individual, or group,
evaluating the information derived from the sonar signals) is a subjective
estimate of the probability that the contact is a submarine (or a non-
submarine). A practical way of implementing this procedure is to provide

the sonar operator with a row of buttons and the convention that the left end
of the row represents near certainty that the contact is a non-sub while the
right end represents near certainty that the contact is a sub. The inter-
mediate positions represent intermediated degrees of conviction, and the

basic division betwe,.n "sub" and "non-sub" is the middle of the row. For
definiteness, we suppose there are ten such buttons, numbered from left
to right (so number 10 represents near certainty that the target is a sub,Ietc.), and that each of these buttons switches on one of a row of lights
observed by the captain when he wishes to ascertain the sonar operator's
output. We also pointted out that the way in which the captain uses this
information can be characterized theoretically as the selection of a de-

cision rule and that there are optimum decision rules for given circum-
stances. We have not carried out a detailed investigation of the practical
procedures which might be used to implement the process of selecting an
optimal decision rule. However, the following general description of one
possible procedure indicates that a practical methodology can certainly be

developed.

A practical decision rule for the captain is:

"Select action 'a' if light n, n4- 1. 10 is observed: otherwise
select action 'a. '

Initially the captain would select the value of n associated with the maximin
decision rule. He would be taught how to select the proper n on the basis of
practical. observable factors such as his ship's assignment (e. g. , screen
or SAU). the nature of the convoy (e. g.. merchant ships or task force). and
instructions from higher levels (who in turn might be considering observ-
ables reflecting the importance of the mission and the current exchange
ratios).

As a second step, the captain would use a rationale which modifies

the initial rule in accordance with more rapidly changing observables and
personal judgment of their significance. For example:

"If. on the basis of intelligence reports, you know you are now
in a region in which encounters with submarines are likely to
occur. shift the decision point down to n-I."
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This corresponds to the theoretical concept of employing other information
(or "a priori information") about the probability that the contact is a sub-

marine. Another instruction might be

"If the track looks like one which might be generated by a
submarine preparing for an attack, shift the decision point

, down to n-1. If the attack looks imminent, shift it down to
n-2.

This takes into account the effect described theoretically in terms of a decrease
in X corresponding to an increase in threat. It must be possible to compound
such instructions; for example:

"If you are in a region in which you are likely to contact sub-
marines and the threat looks imminent, take action 'a' if any
of lights n-3 through 10 are observed."

There will also be instructions which move the decision point in the other
direction; for instance:

"If ammunition is low (with 'low' appropriately defined in rela-
tion to the duration of the mission) shift the decision point from n to

n+ 1. If ammunition is very low (again appropriately defined),
shift to n+ i. "

This corresponds to adjusting to an increase in X associated with a larger
value of LZ.

A comprehensive set of instructions of this general kind and appro-
priate training in the interpretation and use of such directions will consti-
tute a rational procedure which the captain can use to introduce his
assessment of the situation and judgment into the selection of the terminal
action.

There is at least one exception to this general procedure. When the
captain's terminal action is a report to the OTC (or other higher echelon),
his role is analogous to that of the sonar operator reporting to the captain.
On the basis of the arguments already developed, it follows that the
captain should not be constrained to a simple dichotomy (or even trichotomy)
but should be allowed a fuller range of expression. The captain's output is
then describable as an ROC presented to the OTC who is the selector of
the terminal action. If the captain's action is significant, his ROC curve
will lie further from the diagonal than that of the sonar operator and the
value of the system (specific or general) will be higher when the captain's
output replaces the sonar operator's. This is a subject which requires
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more detailed consideration beyond the scope of this report. However, our

discussions of the sonar operator's functions can generally be applied directly
to the role of the captain as an agent in the classification process rather than
a terminal decision maker.

J

4.6 Research on Operator's Procedures (C)

The DRL data already cited demonstrates that the experimental
determination of receiver operating characteristics will register differ-
ences between operators with different skills and classes of operators

with different skills. Our analytic interpretation of these results has

demonstrated that the value of the improvement obtained in going from
"naive" performance to "expert" performance is large enough to justify
extensive investment in training, personnel selection, and specialized

equipment designed to upgrade classification performance by this amount.

In other words, we have established that V**(X) measures ASW classifi-

cation system performance in terms of contribution to mission effective-

ness and using this measure and the results of DRL's early experiments
we have determined that sonar operators can have the skills required to
make a significant contribution to overall ASW effectiveness. To capitalize

on these results, we must now undertake the experimental program already

proposed. In the light of the analysis presented above, we can now interpret

some of the proposal's general statements about experimental objectives in
much more precise terms.

The general objective of these experiments will be to identify the

detailed relationships between human skills, attitudes, and other behavioral

characteristics and performance in ASW classification as measured by V**

and the associated receiver operating characteristics. The repeatability,
or more generally the stability, of the receiver operating characteristics

is a particularly important consideration. Does V** (and even more
importantly, i**) change unpredictably- -as might happen if it is sensitive

to mood, fatigue, and similar factors? If so, what are these factors? To
what extent can the effects be mitigated by use of indoctrination, training,

and personnel selection?

A second general experimental objective is to determine the relation-
ships between the observed ROCs and the characteristics of individual
operators. In particular it is necessary to confirm that the DRL obser-

vations of differences between operators of different skill are representative
for larger samples of operators and for a larger variety of more realistic

situations. For practical applications it is also important to determir.e
whether or not the terminal decision rule should be modified to account for

the characteristics of individual operators; that is, is I ** different for

different operators? For personnel selection, it is important to determine
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j if differences between operators depend upon human characteristics other
than trainable skills.

(C) Another area to be investigated experimentally is the effect of various
procedures upon the observed ROCs and associated system values. In
particular, how useful (interms of increasing system value) are the pro-
cedures associated with explicit identification of various clues (e. g. , pip
shape) and rules relating clue combinations to classification? Can opera-
tors using less explicit, more integrated subjective evaluations do better?

How effective is the introduction of explicit aids such as HHIP? Would
aids to remembering significant clue characteristics be more effective?
The answers to these and similar questions will provide a practical basis
for devising effective training procedures.

(C) The problem of setting up specific procedures for meeting these

objectives is the next proposed step in this study. It is necessary to
establish experimental plans utilizing specific equipment (including
specific PME tapes if, as is most likely, a simulator is used) and suitably
selected subjects.
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